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Theta Sums and Curves

I Let α, β ∈ R and N ∈ N. Let e(z) := e2πiz . Define the theta
sum

SN(α, β) :=
N∑

n=1

e(1
2n2α + nβ) ∈ C.

I For t ∈ [0, 1], let

St,N(α, β) =

btNc∑
n=1

e(1
2n2α + nβ).

In particular S1,N(α, β) = SN(α, β).

I We study the curve [0, 1]→ C obtained by linearly
interpolating the N complex points
S 1

N
,N(α, β),S 2

N
,N(α, β), . . . ,S N−1

N
,N(α, β),S1,N(α, β).
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Example (1)

{St,N(α, β)}t∈[0,1]

2 4 6 8 10 12 14 16

0

1

2

3

4

5

6

7

Α = 0.715526 , Β = 0.251599 , N = 100
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Example (2)

{St,N(α, β)}t∈[0,1]

-10 -5 0 5 10 15 20 25

-10

0

10

20

30

Α = 0.2975 , Β = 0.620179 , N = 1000
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Example (2)

{St,N(α, β)}t∈[0,1]

-200 -150 -100 -50 0 50

-150

-100

-50

0

50

100

150

200
Α = 0.2975 , Β = 0.620179 , N = 50000
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Example (2)

{St,N(α, β)}t∈[0,1]

-200 0 200 400 600 800

-600

-400

-200

0

200

Α = 0.2975 , Β = 0.620179 , N = 450000
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Example (3)

{St,N(α, 0)}t∈[0,1]

-5 0 5 10

-15

-10

-5

0

Α = 0.405274 , N = 500
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Example (4)

{St,N(α, 0)}t∈[0,1]

-10 -5 0 5 10 15
-15

-10

-5

0

Α = 0.0327471 , N = 500
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Example (5)

{St,N(α, 0)}t∈[0,1]

0 50 100 150

0

50

100

150

Α = 0.066624 , N = 50000

“curlicues”
(Berry-Goldberg 1988)
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Example (6)

{St,N(α, 0)}t∈[0,1]

-250 -200 -150 -100 -50 0
-120

-100

-80

-60

-40

-20

0

Α = 0.64825 , N = 29000

“Misshapen chaos of well-seeming forms”
(Romeo, Romeo and Juliet)
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Growth of |S1,N(α, β)|

St,N(α, β) =

btNc∑
n=1

e(1
2n2α + nβ).

Let us consider the endpoint of the curve (t = 1).

I Theorem A (Hardy-Littlewood 1914). If α is bounded-type,
then |S1,N(α, 0)| ≤ C

√
N.

I Theorem B (Friedler-Jurkat-Körner 1977; Flaminio-Forni
2006). For every increasing function b : (1,∞)→ (0,∞) s.t.∫∞
1 u−1b−4(u)du <∞, there exists a full measure set Gb such

that for every α ∈ Gb and every β ∈ R the following holds:

|S1,N(α, β)| ≤ C
√

N b(N).
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Limiting Distributions for |S1,N(α, β)| and S1,N(α, β)

I Theorem C (Jurkat-Van Horne 1981-3). There exists a
function Ψ such that for all (except for countably many)
a, b ∈ R≥0

Leb
({
α ∈ [0, 1] : a < N−

1
2 |S1,N(α, 0)| < b

})
N→∞−→ Ψ0(a, b).

The distribution function Ψ0 is not Gaussian (it has only
finitely many moments: Ψ0(R,∞) ≤ C0

R4 ).
I Theorem D (Marklof 1999). There exists a probability

measure P0 on C such that for all nice, open A ⊂ C

Leb
({
α ∈ [0, 1] : N−

1
2 S1,N(α, 0) ∈ A

})
N→∞−→ P0(A).

I Marklof’s Thesis: For β /∈ Q the analogous statement for
S1,N(α, β) is true but Pβ = P 6= P0 does not depend on β
and has slightly better decay: Ψβ(R,∞) ≤ C

R6 (and does not
depend on β).
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Limiting Distributions for t 7→ N−
1
2St,N(α, 0)

Consider the curve γα,βN : [0, 1]→ C, γα,βN (t) := N−
1
2 St,N(α, β).

I Theorem 1 (C. 2009, to appear in Ann.Inst. Henri Poincaré).
Fix 0 ≤ t1 < t2 < . . . < tk ≤ 1. There exists a probability

measure P(k)
0;t1,...,tk

(curlicue measure) on Ck such that for all

nice, open A ⊂ Ck

λ
({
α ∈ [0, 1] :

(
γα,0N (tj)

)k
j=1
∈ A

})
N→∞−→ P(k)

0;t1,...,tk
(A),

where λ is a measure on [0, 1], absolutely continuous w.r.t.
the Lebesgue measure.

I Thm D corresponds to λ = Leb, k = 1 and t1 = 1. In

particular P0 = P(1)
0;1.
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Bz1
Hr1L

Bz2
Hr2L

Bzk
HrkL

-0.4 -0.2 0.0 0.2 0.4 0.6
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-0.3

-0.2

-0.1

0.0

Α = 0.50512 , N = 51000
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In other words:

I For every N, given the map
([0, 1],B, λ) 3 α 7−→ γα,N ∈ (C([0, 1],C),BC), construct the
induced measure

P
(N)
β (A) := λ

({
α ∈ [0, 1] : γα,βN ∈ A

})
, A ∈ BC .

I We have the canonical projection πt1,...,tk : C([0, 1],C)→ Ck ,

πt1,...,tk (γ) = (γ(t1), . . . , γ(tk)).

I Theorem 1 can be rephrased as:

P
(N)
0 π−1

t1,...,tk
=⇒ P

(k)
0;t1,...,tk

as N →∞.
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Curlicue Process

Something more general is true:

I There exists a probability measure P̃0 on (C([0, 1],C),Bfdc),

Bfdc ⊂ BC , that induces all the curlicue measures P
(k)
0;t1,...,tk

by
projection:

P̃0π
−1
t1,...,tk

= P
(k)
0;t1,...,tk

.

I Set Ω := (C([0, 1],C),Bfdc, P̃0). We get a random process
(curlicue process): for P̃0-almost every point ω ∈ Ω, we have
a curve γω.

I (Joint work with Jens Marklof). For β /∈ Q, we prove the

analogous limit theorem for t 7→ N−
1
2 St,N(α, β). The measure

P̃β = P̃ 6= P̃0 does not depend on β. We want to understand
how a P̃0 (or P̃)-typical curve “looks like”.
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Remarks about Theorem 1

I The first proof of Theorem 1 uses: a renormalization formula
for theta sums (Hardy-Littlewood 1914, ...,
Coutsias-Kazarinoff 1998, Fedotov-Klopp 2005), an
accelerated continued fraction algorithm (Schweiger 1982,
Kraaikamp-Lopes 1996) and a renewal-type limit theorem for
the corresponding denominators (C. 2009) [the latter is based
on the mixing property of a suitably constructed special flow,
in the spirit of Sinai-Ulcigrai 2008].

I An alternative approach uses equidistribution of long, closed
horocycles in the unit tangent bundle of a suitably defined
non-compact hyperbolic manifold. In particular, it provides an
alternative probability space (M, µ̄) (a homogeneous space)
and realizes the curlicue process as an “explicit” function of
the geodesic flow on M.
This approach extends from β = 0 to general β.
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M = Γ\G and the geodesic flow on it

I Let S̃L(2,R) be the universal cover of SL(2,R), let H(R) be
the Heisenberg group. Let us consider the Lie group

G = S̃L(2,R) n H(R)

and let µ be the Haar measure on G , and let Γ be a discrete
subgroup of G .

I S̃L(2,R) ' H× R. Let Γ0 =

〈(
1 2
0 1

)
,

(
1 0
−2 1

)〉
.

Γ = Γ̃0 n ...
I M = Γ\G = a bundle over M0 = Γ̃0\S̃L(2,R).
M0 is a 4-fold cover of T 1M, where M = Γ0\H is a
non-compact hyperbolic surface with three cusps (0, ±1

2 ,∞)
and finite area. Let us normalize µ = µ/µ(M).

I The geodesic flow Φs on M is given by right multiplication by((
e−s/2 0

0 es/2

)
, 0; 0, 0

)
∈ G .
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G = S̃L(2,R) n H(R)

and let µ be the Haar measure on G , and let Γ be a discrete
subgroup of G .

I S̃L(2,R) ' H× R. Let Γ0 =

〈(
1 2
0 1

)
,

(
1 0
−2 1

)〉
.

Γ = Γ̃0 n ...

I M = Γ\G = a bundle over M0 = Γ̃0\S̃L(2,R).
M0 is a 4-fold cover of T 1M, where M = Γ0\H is a
non-compact hyperbolic surface with three cusps (0, ±1

2 ,∞)
and finite area. Let us normalize µ = µ/µ(M).

I The geodesic flow Φs on M is given by right multiplication by((
e−s/2 0

0 es/2

)
, 0; 0, 0

)
∈ G .
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A function on M (1)

I For f ∈ L2(R) and (z , φ) ∈ G , z = x + iy , (ξ, ζ) ∈ H(R)
define
Θf (z , φ; ξ, ζ) :=

y
1
4 e(ζ − 1

2ξ1ξ2)
∑

n∈Z fφ

(
(n − ξ2)y

1
2

)
e
(

1
2(n − ξ2)2x + nξ1

)
,

I where

fφ(w) :=



e(−σφ/8)f (w) (φ ≡ 0 mod 2π)

e(−σφ/8)f (−w) (φ ≡ π mod 2π)

e(−σφ/8)

| sinφ|1/2

∫
R

e

(
1
2(w2 + w ′2) cosφ− ww ′

sinφ

)
f (w ′)dw ′

(φ 6≡ 0 mod π)

σφ :=

{
2ν, if φ = νπ, ν ∈ Z;

2ν + 1, if νπ < φ < (ν + 1)π, ν ∈ Z.
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A function on M (2) - The limit curlicue process

I The function Θf is Γ-invariant ⇒ it is a well defined function
on M = Γ\G .

I The function Θf is unbounded in 2 of the 3 cusps of M.

I We are interested in Θχ, where χ = 1(0,1).

I The limit curlicue process for β /∈ Q can be described as

[0, 1] 3 t 7−→ γg (t) =

√
t

µ(M)
Θχ(gΦs), s = 2logt, g ∈M,

where g ∈M is µ̄-random.
For β = 0 we have

[0, 1] 3 t 7−→ γg (t) =

√
t

µ(M0)
Θχ(gΦs), s = 2logt, g ∈M0.
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The limit curlicue process

γg (t) =

√
t

µ(M)
Θχ(gΦs), s = 2logt.

I The regularity of the curve γg is determined by the regularity
of Θχ in the flow direction.

I Large values of |γg (t)| come from excursions of the gΦs in
the cusps of M.

I ...
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Properties of the limit curlicue process

γg (t) =

√
t

µ(M)
Θχ(gΦs), s = 2logt.

The distribution of γg (t) ∈ C is not Gaussian (Thms C,D).

I We expect that for µ-almost every g ∈ G

I (regularity) the curve γg is Hölder-continuous with exponent
ρ, 0 < ρ < 1

2 ;

I (self-similarity) (γg (t0 + h)− γg (t0))h−1/2 and γg (h) have the
same distribution;

I (time inversion) tγg (1/t) and γg (t) have the same
distribution.

I In other words: the curlicue process shares many properties
with the Brownian motion, even if it has dependent increments
and its finite dimensional distribution are not Gaussian.
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Thank You!
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